Adaptive Immediate Feedback Can Improve Novice Programming Engagement and Intention to Persist in Computer Science
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ABSTRACT

Prior work suggests that novice programmers are greatly impacted by the feedback provided by their programming environments. While some research has examined the impact of feedback on student learning in programming, there is no work (to our knowledge) that examines the impact of adaptive immediate feedback within programming environments on students’ desire to persist in computer science (CS). In this paper, we integrate an adaptive immediate feedback (AIF) system into a block-based programming environment. Our AIF system is novel because it provides personalized positive and corrective feedback to students in real time as they work. In a controlled pilot study with novice high-school programmers, we show that our AIF system significantly increased students’ intentions to persist in CS, and that students using AIF had greater engagement (as measured by their lower idle time) compared to students in the control condition. Further, we found evidence that the AIF system may improve student learning, as measured by student performance in a subsequent task without AIF. In interviews, students found the system fun and helpful, and reported feeling more focused and engaged. We hope this paper spurs more research on adaptive immediate feedback and the impact of programming environments on students’ intentions to persist in CS.
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1 INTRODUCTION

Effective feedback is an essential element of student learning [16, 58] and motivation [46], especially in the domain of programming [17, 26, 40]. When programming, students primarily receive feedback from their programming environment (e.g., compiler error messages). Prior work has primarily focused on how such feedback can be used to improve students’ cognitive outcomes, such as performance or learning [9, 26, 40]. However, less work has explored how such feedback can improve students’ affective outcomes, such as engagement and intention to persist in computer science (CS).

These outcomes are especially important because we are facing a shortage of people with computational knowledge and programming skills [19], which will not be addressed—no matter how much students learn about computing in introductory courses—unless more students choose to pursue computing education and careers.

It is also important to study feedback in programming environments because prior work shows that it can sometimes be frustrating, confusing, and difficult to interpret [9, 53, 54]. In particular, there is a need for further research on how programming feedback can be designed to create positive, motivating, and engaging programming experiences for novices, while still promoting performance and learning. Creating these positive experiences (including enjoyment and feelings of ability) are particularly important because they have a profound impact on students’ intention to persist in computing [35].

In this paper, we explore the effects of a novel adaptive immediate feedback (AIF) system on novice programming students. We designed the AIF system to augment a block-based programming environment with feedback aligned with Scheeler et al’s guidance that feedback should be immediate, specific, positive, and corrective [57]. Thus, our AIF provides real-time feedback adapted to each individual student’s accomplishments on their performance on a specific open-ended programming task. Since our AIF system is built on data from previous student solutions to the same task, it allows students to approach problem solving in their own way. Given the beneficial impact of feedback on learning [59], we hypothesize that our AIF system will improve student performance and learning. We also hypothesize that our AIF system will improve the coding experience of novice programmers, making it more likely that they will want to persist in CS. This is especially important given the aforementioned dearth of workers with computing skills, and the
fact that many students with sufficient CS ability choose not to major in CS [31].

We performed a controlled pilot study with 25 high school students, during 2 summer camps, to investigate our primary research question: What impact does adaptive immediate feedback (AIF) have on students’ perceptions, engagement, performance, learning, and intentions to persist in CS? In interviews, students found AIF features to be engaging, stating that it was fun, encouraging, and motivating. Our quantitative results show that in comparison to the control group, our AIF system increased students’ intentions to persist in CS, and that students who received the AIF were significantly more engaged with the programming environment, as measured by reduced idle time during programming. Our results also suggest that the AIF system improved student performance by reducing idle time, and that the AIF system may increase novice students’ learning, as measured by AIF students’ performance in a future task with no AIF.

In sum, the key empirical contributions of this work are: (1) a novel adaptive immediate feedback system, and (2) a controlled study that suggests that programming environments with adaptive immediate feedback can increase student engagement and intention to persist in CS. Since the AIF is built based on auto-grader technologies, we believe that our results can generalize to novices learning in other programming languages and environments. This research also furthers scholarship on computing education by drawing attention to how programming environments can impact persistence in computing.

2 RELATED WORK

Researchers and practitioners have developed myriad forms of automated programming feedback. Compilers offer the most basic form of syntactic feedback through error messages, which can be effectively enhanced with clearer, more specific content [8, 9]. Additionally, most programming practice environments, such as CodeWorkout [23] and Cloudcoder [29], offer feedback by running a student’s code through a series of test cases, which can either pass or fail. Other autograders (e.g. [5, 62]) use static analysis to offer feedback in block-based languages, which do not use compilers. Researchers have improved on this basic correctness feedback with adaptive on-demand help features, such as misconception-driven feedback [26], expert-authored immediate feedback [27], and automated hints [52, 56], which can help students identify errors and misconceptions or suggest next steps. This additional feedback can improve students’ performance and learning [17, 26, 40]. However, despite these positive results, Alevon et al. note that existing automated feedback helps “only so much” [1]. In this section, we explore how programming feedback could be improved by incorporating best practices, and why this can lead to improvements in not only cognitive but also affective outcomes.

Good feedback is critically important for students’ cognitive and affective outcomes [46, 47, 58]—but what makes feedback good? Our work focuses on task-level, formative feedback, given to students as they work, to help them learn and improve. In a review of formative feedback, Shute argues that effective feedback is non-evaluative, supportive, timely, and specific [58]. Similarly, in a review on effective feedback characteristics, Scheeler et al. noted that feedback should be immediate, specific, positive, and corrective to promote lasting change in learners’ behaviors [57]. Both reviews emphasize that feedback, whether from an instructor or a system, should support the learner and provide timely feedback according to students’ needs. However, existing programming feedback often fails to address these criteria.

Timeliness: Cognitive theory suggests that immediate feedback is beneficial, as it results in more efficient retention of information [50]. While there has been much debate over the merits of immediate versus delayed feedback, immediate feedback is often more effective on complex tasks, when students have less prior knowledge [58], making it appropriate for novice programmers. In most programming practice environments, however, students are expected to work without feedback until they can submit a mostly complete (if not correct) draft of their code. They then receive delayed feedback, from the compiler, autograder or test cases. Even if students choose to submit code before finishing it, test cases are not generally designed for evaluating partial solutions, as they represent correct behavior, rather than subgoals for the overall task. Other forms of feedback, such as hints, are more commonly offered on-demand [41, 56]. While these can be used for immediate feedback, this requires the student to recognize and act on their need for help, and repeated studies have shown that novice programmers struggle to do this [39, 53]. In contrast, many studies with effective programming feedback have used more immediate feedback. For example, Gusukuma et al. evaluated their immediate, misconception-driven feedback in a controlled study with undergraduate students, and found it improved students performance on open-ended programming problems [26].

Positiveness: Positive feedback is an important way that people learn, through confirmation that a problem-solving step has been achieved appropriately, e.g. “Good move” [7, 21, 25, 36]. Mitrovic et al. theorized that positive feedback is particularly helpful for novice programmers, as it reduces their uncertainty about their actions [43], and this interpretation is supported by cognitive theories as well [3, 4]. However, in programming, the feedback students receive is rarely positive. For example, enhanced compiler messages [9] improve on how critical information is presented, but offer no additional feedback when students’ code compiles correctly. Similarly automated hints [40] and misconception-driven feedback [26] highlight what is wrong, rather than what is correct about students’ code. This makes it difficult for novices to know when they have made progress, which can result in students deleting correct code, unsure if it is correct [45]. Two empirical studies in programming support the importance of positive feedback. Fossati et al. found that the iList tutor with positive feedback improved learning, and students liked it more than iList without it [25]. An evaluation of SQL tutor showed that positive feedback helped students master skills in less time [43].

While there is a large body of work exploring factors influencing students’ affective outcomes, like retention [10] or intentions to persist in CS major [6], few studies have explored how automated tools can improve these outcomes [24]. There is ample evidence that immediate, positive feedback would be useful to students; however, few feedback systems offer either [25]. More importantly, evaluations of these systems have been limited only to cognitive outcomes;
however, prior work suggests that feedback should also impact students’ affective outcomes such as their engagement and intention to persist. For example, a review of the impact of feedback on persistence finds that positive feedback “increases motivation when people infer they have greater ability to pursue the goal or associate the positive experience with increased goal value” [24]. Positive feedback has also been found to improve student confidence, and is an effective motivational strategy used by human tutors [34]. Additionally, in other domains feedback has been shown to increase students’ engagement [49]. This suggests not only the need for the design of feedback that embraces these best practices, but also evaluation of its impact on cognitive and affective outcomes.

3 ADAPTIVE IMMEDIATE FEEDBACK (AIF) SYSTEM

Our adaptive immediate feedback (AIF) system was designed to provide high-quality feedback to students as they are learning to code in open-ended programming tasks (e.g. PolygonMaker and DaisyDesign, described in more detail in Section 4.2). Our AIF system continuously and adaptively confirms when students complete (or break) meaningful objectives that comprise a larger programming task. Importantly, a student can complete AIF objectives without having fully functional or complete code. This allows us to offer positive and corrective feedback that is immediate and specific. In addition, our AIF system includes pop-up messages tailored to our student population, since personalization is key in effective human tutoring dialogs [12, 21] and has been shown to improve novices’ learning [33, 44].

Our AIF system consists of three main components to achieve real-time adaptive feedback: objective detectors, a progress panel, and pop-up messages. The objective detectors are a set of continuous autograders focused on positive feedback, that continuously check student code in real time to determine which objective students are working on and whether they have correctly achieved it or not. The progress panel is updated by the continuous objective detectors to color each task objective according to whether they are complete (green), not started (grey), or broken (red), since prior research suggests that students who were uncertain often delete their correct code [22]. The pop-up messages leverage the objective detectors to provide achievement pop-ups when objectives are completed, and motivational pop-ups when a student has not achieved any objectives within the last few minutes. These pop-ups promote confidence by praising both accomplishment and perseverance, which may increase students’ persistence [15]. We strove to make the AIF system engaging and joyful, which may increase students’ motivation and persistence [30].

To develop our AIF system, we first developed task-specific objective detectors, which can be thought of as continuous real-time autograders, for each programming task used in our study. Unlike common autograders which are based on instructors’ test cases, our objective detectors are hand-authored to encompass a large variety of previous students’ correct solutions matching various students’ mindsets. To do so, two researchers with extensive experience in grading block-based programs, including one instructor, divided each task into a set of 4-5 objectives that described features of a correct solution, similar to the process used by Zhi et al. [65].

Then, for each task, we transferred prior students’ solutions into abstract syntax trees (AST). Using these ASTs, we detected different patterns that resemble a complete correct objective, and accordingly, we developed objective detectors to detect the completion for each objective. Finally, we tested and enhanced the accuracy of the objective detectors by manually verifying their performance and refining them until they correctly identified objective completion on 100 programs written by prior students.

Based on the objective detectors, we designed the progress panel to show the list of objectives with colored progress indicators, as shown in the bottom right of Figure 1. Initially, all the objectives are deactivated and grey. Then, while students are programming, the progress panel adaptively changes its objectives’ colors based on students’ progress detected by our objective detectors. Once an objective is completed, it becomes green, but if it is broken, it changes to red.

We then designed personalized AIF pop-up messages. We asked several high school students to collaboratively construct messages for a friend to (1) praise achievement upon objective completion, or (2) provide motivation when they are struggling or lose progress. The final messages shown in Table 1 include emojis added to increase positive affect [20, 55]. In real time, our AIF system selects a contextualized pop-up message based on students’ code and actions, detected by our objective detectors. The pop-up messages provided immediate adaptive feedback, such as “Woo, one more to go!” for a student with just one objective left, or “Good job, you FIXED it!!

**Figure 1:** Adaptive Immediate Feedback (AIF) system with pop-up message (top) and progress dialog (bottom right), added to iSnap [52].

<table>
<thead>
<tr>
<th>State</th>
<th>message</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1/2 objectives complete</td>
<td>- You are legit amazing!! 😊</td>
</tr>
<tr>
<td>&gt; 1/2 objectives complete</td>
<td>- You’re on fire! 👏👏👏</td>
</tr>
<tr>
<td>All objectives are done</td>
<td>- High FIVE!! ✨, you DID IT!!</td>
</tr>
<tr>
<td>Fixed broken objective</td>
<td>- Yay!!! 🍊 its fixed 🧐🙏</td>
</tr>
<tr>
<td>Struggle/Idle, &lt;half done</td>
<td>- Yeat it till you beat it!! 😘🙏</td>
</tr>
<tr>
<td>Struggle/Idle, &gt;half done</td>
<td>- You are doing great so far!! 😘🙏</td>
</tr>
</tbody>
</table>

Table 1: Examples of Pop-up Messages in the AIF System.
"Yeet, gottem!! " Jo echoed it out loud. Jo spent the next 13 minutes working on the 3rd objective with help from the teacher and peers, and 3 motivational AIF pop-ups. While working on the 4th and final objective over the next 5 minutes, Jo broke the other three objectives many times, but noticed the progress panel and restored them immediately. Finally, Jo finished the DaisyDesign task, saying "the pop-up messages are the best." This example from a real student’s experience illustrates how we accomplished our goals to improve engagement (e.g. maintaining focus on important objectives), student perceptions (e.g. stating ‘that’s cool’), performance (e.g. understanding when objectives were completed), and programming behaviors (e.g. correcting broken objectives).

4 METHODS
We conducted a controlled, pilot study during two introductory CS summer camps for high school students. Our primary research question is: What impact does our adaptive immediate feedback (AIF) system have on novice programmers? Specifically, we hypothesized that the AIF system would be positively perceived by students (H1-qual) and that the AIF system would increase: students’ intentions to persist in CS (H2-persist), student’ engagement (H3-idle), programming performance (H4-perf), and learning (H5-learning). We investigated these hypotheses using data gleaned from interviews, system logs, and surveys.

4.1 Participants
Participants were recruited from two introductory CS summer camps for high school students. This constituted an ideal population for our study, as these students had little to no prior programming experience or CS courses, allowing us to test the impact of the AIF system on students who were still learning the fundamentals of coding and who had not yet chosen a college major. Both camps took place on the same day at a research university in the United States.

We combined the camp populations for analysis, since the camps used the same curriculum for the same age range. Study procedures were identical across camps. The two camps consisted of one camp with 14 participants, (7 female, 6 male, and 1 who preferred not to specify their gender) and an all-female camp with 13 participants. Across camps, the mean age was 14, and 14 students identified as White, 7 as Black or African American, 1 as Native American or American Indian, 2 as Asian, and 1 as Other. None of the students had completed any prior, formal CS classes. Our analyses only include data from the twenty-five participants who assented–and whose parents consented–to this IRB-approved study.

4.2 Procedure
We used an experimental, controlled pre-post study design, wherein we randomly assigned 12 students to the experimental group Exp (who used the AIF system), and 13 to the Control group (who used the G.O.A.T\(^2\) 🎩).
the block-based programming environment without AIF). The pre-post measures include a survey on their attitudes towards their intentions to persist in CS and a multiple choice test to assess basic programming knowledge. The teacher was unaffiliated with this study and did not know any of the hypotheses or study details, including condition assignments for students. The teacher led an introduction to block-based programming, and explained user input, drawing, and loops. Next, all students took the pre-survey and pretest.

In the experimental phase of the study, students were asked to complete 2 consecutive programming tasks (1: PolygonMaker and 2: DaisyDesign)\(^3\). Task1, PolygonMaker, asks students to draw any polygon given its number of sides from the user. Task2, DaisyDesign, asks students to draw a geometric design called “Daisy” which is a sequence of overlapping \(n\) circles, where \(n\) is a user input. Both tasks required drawing shapes, using loops, and asking users to enter parameters, but the DaisyDesign task was more challenging. Each task consisted of 4 objectives, for a total of 8 objectives that a student could complete in the experimental phase of the study. Students in the experimental group completed these tasks with the AIF system, while students in the control group completed the same task without the AIF system. All students, in both the experimental and control groups, were allowed to request up to 5 hints from the iSnap system [52], and to ask for help from the teacher. In sum, there were eight objectives (as described in Section 3) that students could complete in this phase of the experiment (the experimental phase). We measured a student’s programming performance based on their ability to complete these eight objectives (see Section 4.3, below for more details).

After each student reported completing both tasks\(^4\), teachers directed students to take the post-survey and post-test. Two researchers then conducted semi-structured 3-4 minute interviews with each student. During the interviews with Exp students, researchers showed students each AIF feature and asked what made it more or less helpful, and whether they trusted it. In addition, the researchers asked students’ opinions on the AIF design and how it could be improved.

Finally, all students were given 45 minutes to do a third, similar, but much more challenging, programming task (DrawFence) with 5 objectives without access to hints or AIF. Learning was measured based on their ability to complete these five objectives (see subsection 4.3, below for more details).

### 4.3 Measures

**Pretest ability** - Initial computing ability was measured using an adapted version of Weintrup, et al.’s commutative assessment [64] with 7 multiple-choice questions asking students to predict the outputs for several short programs. Across both conditions, the mean pre-test score was 4.44 (SD = 2.39; min = 0; max = 7).

**Engagement** - Engagement was measured by using the percent of programming time that students ‘spent idle (i.e. not engaged) on tasks 1 and 2. While surveys are often used to measure learners’ engagement, these self-report measures are not always accurate, and our fine-grained programming logs give us more detailed insight into the exact time students were, and were not, engaged with programming. To calculate percent idle time, we defined idle time as a period of 3 or more minutes\(^5\) that a student spent without making edits or interacting with the programming environment, and divided this time by the total time a student spent programming. A student’s total programming time was measured from when they began programming to task completion, or the end of the programming session if it was incomplete. While we acknowledge that some “idle” time may have been spent productively (e.g., by discussing the assignment with the teacher or peers), we observed this very rarely (despite Jo’s frequent help from friends and the teacher). Across both conditions, the mean percent idle time on tasks 1 and 2 was 13.9% (Mean = 0.139; SD = 0.188; min = 0; max = 0.625).

**Programming Performance** - Programming performance was measured by objective completion during the experimental phase of the study (i.e., the first eight objectives in which the experimental group used the AIF system). Each observed instance of programming performance was binary (e.g., the object was completed [value of ‘1’] or the object was not completed [value of ‘0’]). This led to a repeated measures design, in which observations (i.e., whether an object was or was not completed) were nested within participants, as each participant attempted 8 objectives (in sum, 200 observations were nested within 25 participants). We explain our analytical approach in more detail below. Across both conditions, the mean programming performance was 0.870 (min = 0; max = 1).

**Learning** - Learning was measured by objective completion during the last phase (the learning phase) of the study, on the last five objectives in which neither group used the AIF system, because we assumed that students who learned more would perform better on this DrawFence task. Each observed instance of programming performance was binary. This led to a repeated measures design, in which observations (i.e., whether an objective was or was not completed) were nested within participants, as each participant attempted 5 objectives. In sum, 125 observations were nested within 25 participants. Across both conditions, the mean learning score was 0.60 (min = 0; max = 1), meaning that, on average, students completed about 3 of the 5 objectives.

**Intention to Persist** - CS persistence intentions were measured using the pre- and post-surveys using 7-point Likert scales adapted from a survey by Correll et al. [18]. Students were asked to state how likely they were to: 1) take a programming course in the future, 2) Minor in CS, 3) Major in CS, 4) Apply to graduate programs in CS, and 5) Apply for high-paying jobs requiring high levels of Computer Science ability. We added these measures together for a CS persistence index with a high alpha (\(\alpha = 0.85\))\(^6\), indicative of the scale’s reliability, with a mean of 24.8 (SD = 5.15; min = 13; max = 32).

While we could not measure actual persistence in CS, intentions to persist are a good proxy, given that research finds that they are predictive of actual persistence in STEM fields and “...hundreds of research efforts occurring [since the late 1960s] support the

---

\(^3\)Programming tasks’ instructions are available at: https://go.ncsu.edu/study_instructions_iacer20

\(^4\)While all students reported completing both tasks, we found some students did not finish the tasks after looking at their log data.

\(^5\)We choose this 3-minute cutoff based on our analysis of prior student programming log data on the same tasks.

\(^6\)Cronbach’s alpha is a measure of the reliability, or internal consistency, of a scale [32].
We first use interviews to investigate (H1-qual), that the AIF system would be positively perceived by students, and then use the student within students. Thus, observations are not independent, given.

To investigate student perceptions of the AIF system, we transcribed (H3-idle), programming performance (H4-perf), and learning (H5-learning). Two of the present authors start by (1) getting familiar to persist in CS (H2-persist). Next, we analyze student log files to determine the impact of the AIF system on intentions to persist in CS (H2-persist). We use a specific type of linear mixed effects model, a linear probability model (LPM) with mixed effects\(^7\) to predict the binary outcomes of programming performance and learning. While logistic models are typically used to predict binary outcomes, we used a LPM with mixed effects because the interpretation of coefficients is more intuitive [61]. This has led many researchers to suggest using LPMs [2], especially because they are typically as good as logistic models at predicting dichotomous variables, and their p-values are highly correlated [28].

5 RESULTS

We first use interviews to investigate (H1-qual), that the AIF system would be positively perceived by students, and then use the student surveys to determine the impact of the AIF system on intentions to persist in CS (H2-persist). Next, we analyze student log files to investigate the impact of the AIF system on student engagement (H3-idle), programming performance (H4-perf), and learning (H5-learning).

5.1 H1-qual: AIF Perceptions

To investigate student perceptions of the AIF system, we transcribed interviews of all 12 students in the Exp group. Afterwards, we followed a 6-step thematic analysis, described in [13, 37], to identify positive and negative themes for the AIF pop-ups and progress panel features. Two of the present authors start by (1) getting familiar with the data, then (2) generate initial codes (for each AIF feature), and then start (3) looking for dominating themes. Afterwards, one author (4) reviews the themes, and (5) refines them to focus mainly on the positive and negative aspects of each AIF feature. We then (6) combine these findings in the following summary. The main theme for each feature is whether it is helpful or not. We select quotes that represent typical positive and negative helpfulness comments from student participants labeled with s1-s12.

**Pop-up messages:** When asked what made pop-up messages helpful or less helpful, 10 out of 12 students agreed that pop-up messages were helpful and elaborated on why. Most students found them "engaging" [s2], "funny" [s1, s2], "encouraging" [s7], and "motivating" [s1, s5, s8]. For example, s1 stated, "it is better than just saying 'correct' because it gets you more into it," and s5 said, "it kept me focused and motivated, I was like 'yea I did it'." One student, s7, noted that messages encouraged perseverance by removing uncertainty: "especially when you don’t know what you were doing, it tells that you are doing it, so it let you continue and keep going.” Two students noted that pop-ups were helpful by "keeping me on track" [s3, s4]. When asked what made pop-up messages less helpful, two students stated that "they were not really helpful" [s4, s3], and one student s7 suggested "a toggle to [turn them] on or off". Overall, the majority of students (83%) found the pop-ups helpful and engaging.

**Progress Panel:** When we asked students "what about the progress panel makes it helpful or less helpful?", all students found it helpful and requested to have it in future tasks. Students said the progress panel not only helped them to keep track of their progress, but also motivated them: “it told you what you completed so it kinda gives me motivation” [s8]. In addition, students appreciated the change in colors of each objective “because you can see how much you have to do, or if you took off something [a block] and you thought it was wrong and it turns red then that means you were actually right” [s7]. When students were asked what about the progress panel makes it less helpful, one student incorrectly noted, “I think there was [only] one way to complete these objectives” [s6]. Students overwhelmingly found the AIF progress panel to be beneficial, especially in understanding when an objective was complete or broken, supporting Scheeler’s suggestion that feedback should be specific, immediate and positive or corrective.

This thematic analysis supports H1-qual, that students would positively perceive the AIF system. In addition, these results provide insights on how to design personalized adaptive, immediate feedback that can engage and motivate novice high school students in their first programming experiences.

5.2 H2-persist: Intentions to Persist

To investigate H2-persist, we analyze students’ survey responses to determine the impact of the AIF system on students’ intentions to persist in CS. We use a linear mixed-effects model, as each student rated their intentions to persist in CS twice (once in the pre-survey and once in the post-survey). In Table 2, time takes on a value of ‘0’ for the pre-survey and ‘1’ for the post-survey. AIF takes on a value of ‘0’ for all observations at time 0 (as no students had experienced the AIF system at this time), and takes on a value of ‘1’ at time 1 if the student was in the treatment group and received the AIF system. Pretest takes on the value of the student’s pretest score, in order to control for students’ initial programming ability. We

\(^7\)A LPM is simply a linear model used to predict a binary outcome.
find that neither time (p = 0.489) nor pretest score (p = 0.203) has a statistically significant impact on students’ intentions to persist in CS, as shown in Table 2.

We also find that the AIF system significantly improves CS persistence intentions. Our linear mixed-effects model (which controls for pre-existing differences in ability between students) predicts a CS persistence score of 24.26 at time 0 (before students had completed any programming tasks) for students with an average pretest score of 4. However, at time 1 (after students had completed programming tasks), the model predicts a CS persistence score of 23.79 for students in the control condition and 26.02 for students who received the AIF system. This is a difference of 2.23 points (p = 0.021), amounting to CS persistence intentions that are about 9.37% higher for students of average ability who received the AIF system (Table 2). This provides support for H2-persist, as the AIF system improves CS persistence intentions.

5.3 H3-idle: Engagement

We use an ordinary least squares (OLS) linear regression model to investigate the impact of the AIF treatment on student engagement (H3-idle), as shown in Table 3. Engagement was measured by using idle time (discussed previously in Section 4.3), which was ascertained using programming log data. An OLS linear regression model was used instead of a t-test because it allowed us to control for pretest score. We did not use a linear mixed model, as there was no need to account for a lack of independence among observations because there was only one observation of engagement (idle time) per student. In Table 3, we predict the percent of total programming time a student spent idle controlling for condition and pretest score (see subsection 5.2, above, for details on coding). We find that pretest scores do not have a statistically significant impact on engagement (p = 0.533).

Importantly, we find that students who used the AIF system spent significantly less time idle (p = 0.013). Our model predicts that students with an average pretest score of 4 spent 22.6% of their programming time idle if they were in the control group, versus only 3.6% if they were in the AIF group. This means that the AIF system had a substantial impact on student engagement, as it reduced idle time by 84.2% for students with average pretest ability. In sum, we found strong support for H3-idle, that the AIF system improves student engagement.

---

5.4 H4-perf: Programming Performance

We investigate H4-perf (that the AIF system improved programming performance), by analyzing programming log data on the first two tasks. We use a linear probability model with mixed effects to predict the likelihood that a student completed an objective (‘1’ = completed, ‘0’ = not completed) during the experimental phase of the study (i.e., the first eight objectives in which the experimental group used the AIF system). Thus, a total of 200 observations (i.e., whether a student completed a given objective) were nested within the 25 participants for this analysis. We predict the likelihood that a student completed an objective, using the student’s pre-test score and the treatment as predictors (see subsection 5.2, above, for details on coding) (Model A, Table 4). We find that a student’s pre-test score has no effect on their likelihood of completing an objective (p = 0.315). However, the AIF system has a marginally statistically significant impact on programming performance (p = 0.098), as students in the Exp condition were 13.1 percentage points more likely to complete an objective than students in the control condition. Thus, an average student (as measured by pretest score = 4) would be expected to complete 81.4% of the objectives if they were in the control condition and 94.5% of the objectives if they were in the AIF condition. This provides marginal support for H4-perf, that the AIF system would improve students’ performance.

5.5 H5-learning: Learning

To investigate H5-learning, that the AIF system improves learning, we examine student performance on the last phase of the study (i.e., on task 3, in which neither group used the AIF system to complete the last five objectives). We again use a linear mixed effects model to predict the likelihood that a student completed an objective (‘1’ = completed, ‘0’ = not completed). We predict the likelihood that a student completed an objective controlling for a student’s pre-test score and the treatment (see subsection 5.2, above, for details on coding) (Model B, Table 4). We again find no effect of a student’s pre-test score on their likelihood of completing an objective (p = 0.952). Importantly, students receiving the AIF treatment were 25.4 percentage points more likely to complete an objective than students in the control condition, but this difference was only marginally significant (p = 0.056). Thus, a student with a pretest score of 4 would be expected to complete 47.7% of the objectives if they were in the control condition and 73.1% of the objectives if they were in the AIF condition. This provides marginal support for H5-learning, that the AIF system would improve students’ learning.

---

**Table 2:** Estimated coefficients (Standard Error) of linear mixed models with repeated measures predicting CS persistence intentions.

<table>
<thead>
<tr>
<th></th>
<th>Coeff. (Std. Err.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIF</td>
<td>2.234 (0.968)*</td>
</tr>
<tr>
<td>Time</td>
<td>-0.472 (0.682)</td>
</tr>
<tr>
<td>Pretest</td>
<td>0.502 (0.394)</td>
</tr>
<tr>
<td>Intercept</td>
<td>22.253 (1.995)**</td>
</tr>
<tr>
<td>Observations</td>
<td>50</td>
</tr>
</tbody>
</table>

Significant codes (p <): + = 0.1, * = 0.05, ** = 0.01, *** = 0.001.

**Table 3:** Estimated coefficients (Standard Error) of OLS linear regression models predicting student engagement (measured as percentage of programming time spent idle).

<table>
<thead>
<tr>
<th></th>
<th>Coeff. (Std. Err.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIF</td>
<td>-0.191 (0.078)*</td>
</tr>
<tr>
<td>Pretest</td>
<td>0.010 (0.015)</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.188 (0.075)*</td>
</tr>
<tr>
<td>Observations</td>
<td>25</td>
</tr>
</tbody>
</table>

Significant codes (p <): + = 0.1, * = 0.05, ** = 0.01, *** = 0.001.
Table 4: Estimated coefficients (Standard Error) of linear probability models (LPM) with mixed effects and repeated measures predicting the likelihood that a student completed an objective.

<table>
<thead>
<tr>
<th></th>
<th>Experimental Phase (Part 1)</th>
<th>Learning Phase (Part 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model A</td>
<td>Model B</td>
</tr>
<tr>
<td>Pretest</td>
<td>-0.017 (0.017)</td>
<td>0.002 (0.029)</td>
</tr>
<tr>
<td>AIF</td>
<td>0.131 (0.079)*</td>
<td>0.254 (0.135)*</td>
</tr>
<tr>
<td>Intercept</td>
<td>0.882 (0.083)**</td>
<td>0.470 (0.142)**</td>
</tr>
<tr>
<td>Observations</td>
<td>200</td>
<td>125</td>
</tr>
</tbody>
</table>

Significant codes ($p <$): + = 0.1, * = 0.05, ** = 0.01, *** = 0.001.

Figure 2: Mediation test results for effect of AIF intervention on idle time and likelihood of completing an objective during the experimental phase. Model controls for the effect of pretest scores. Clustered robust standard errors are shown in parentheses. N = 200 observations from 25 students.

5.6 Exploratory Mediation Analyses

We conduct an exploratory, post-hoc mediation analysis to investigate whether the AIF system may have improved objective completion in the experimental phase (part 1, with 200 observations) because it increased student engagement. We constructed a path model [60] to conduct our mediation analysis, allowing us to statistically suggest causal relationships in our variables: AIF, Engagement, and Objective completion. Controlling for pretest score, we found that once engagement is taken into account, the AIF system did not have a direct effect on objective completion (coeff. = -0.008, p = 0.905). Instead, we found evidence for an indirect effect of the AIF system on objective completion through the impact of the AIF system on engagement. Figure 2 illustrates the results from our path model, which finds that the AIF system reduces idle time by 17.9 percentage points (p = 0.005), and that idle time has a large, negative impact (coeff. = -0.727, p < 0.001) on the likelihood that a student completes an objective. Moreover, our mediation analysis revealed the size of the indirect effect of the AIF system: students who receive the AIF system are 13.0 percentage points more likely to complete an objective (p = 0.011) because the AIF system increased their engagement.

6 DISCUSSION

Our results provide compelling evidence that AIF can significantly improve students’ intention to persist in CS. This impact of the AIF system is especially important, given that our participants had not yet entered university or declared a major, and thus the use of our AIF system could entice more students to study CS. In addition, these findings are important to the CS education community, as prior work in tutoring systems in computing mainly focus on the impact of feedback on students’ cognitive outcomes, such as learning and performance, rather than affective outcomes which can dramatically impact student decisions. To our knowledge, this is the first evidence that automated programming feedback can improve students’ desire to persist in CS, and this finding is a primary contribution of this work. We believe a primary reason for this impact on student’s intentions is our feedback designed to ensure that students receive positive messages and confirmation of their success [35].

Our second compelling result is that AIF significantly improved students’ engagement with our programming tasks. In particular, the system dramatically reduced idle time, from almost a quarter of students’ time to less than 5%. For context, this effect on idle time is larger than that found in prior work from using a block-based instead of a text-based programming environment [51], which is often suggested as an effective way to better engage novice programmers. In addition, these findings are consistent with our qualitative interviews, which suggested that the AIF helped keep students on track, letting the students know what they had completed and what there was left to do. These results are also consistent with the “uncertainty reduction” hypothesis presented by Mitrovic et al. [43], suggesting that positive feedback helps students continue working since they are more certain about their progress in an open-ended task. Based on our combined qualitative interview analysis and quantitative log data analysis, we conclude that the AIF system helped students stay engaged. Moreover, our mediation analysis suggests that the AIF significant impacts on idle time directly helped students complete more objectives as we discuss below. We believe that these impacts are a direct consequence of well-designed adaptive immediate feedback that helped students understand their meaningful successes and mistakes.

We also find suggestive evidence that the AIF system improved students’ performance and learning. While only marginally significant, the effect sizes on performance and learning were moderately large, and our ability to detect them was limited by our smaller sample size (suggesting that these effects might be significant in a larger study). It seems likely that our AIF could have impacted these outcomes, given that prior work has found that well-designed, timely feedback provided to students can improve both performance and learning in programming [39, 40]. Our AIF system also provides students with affective feedback via pop up messages, that may boost student motivation just when it is waning. Lastly, our mediation analysis suggests that the observed improvements in students’ performance may have been because of the reduction in idle time. This is supported by research finding that engagement matters for cognitive outcomes [11]. This suggests that incorporating more positive messaging along with other forms of feedback (e.g. misconception feedback [26]) may further improve cognitive outcomes in programming. We note that feedback must be carefully designed and may be particularly beneficial if it is designed taking into account its impact on both cognitive and affective outcomes [12].
7 IMPLICATIONS AND LIMITATIONS

We believe that the findings in this study may be generalizable for novices learning to program in other programming environments and using other programming languages. This is because the core of the AIF system is its expert-authored autograders, which monitor students’ progress, and there are several programming environments that have this autograding capability [5, 48, 63]. Therefore, autograders for other programming languages and environments can be modified to provide similar adaptive immediate feedback. For instance, in a Python programming environment with autograding, a similar AIF design could be used to detect the completion of test cases every time a student compiles their code, and experts could add explanations to each test case (similar to the expert-authored feedback in [27]), and design encouraging pop-up messages whenever a test case is passed, or fixed. We argue that experts who have written autograders should be able to implement similar adaptive, immediate feedback in other systems, using either block- or text-based programming languages, as AIF only requires the ability to autograde students’ work and track their time. These systems should offer similar benefits to students, according to learning theories [59].

This study has six main limitations. First, since all students had access to hints and instructor help, we do not know if the AIF system would be equally effective in classrooms without this additional support. However, we found little difference in hint usage between conditions, and our observations reveal that few students asked for instructor help. Second, the interviews may reflect response bias or novelty effects that may have led to more positive answers, but we tried to minimize potential bias by asking for both the positive and negative aspects of AIF features. Third, having the interview about the AIF system before task 3 could have improved students’ motivation in the Exp group to complete the third programming task. Fourth, while in our study procedure we collected a post-test from students, we decided not to report learning gains (i.e. the difference between pretest and posttest scores) since, while doing our analysis, we found 5 students who did not submit their tests (although during the camp all students claimed they completed all the tests). Fifth, there may be other reasons that AIF reduced idle time; for example, breaking down programming tasks into smaller objectives may have made the tasks less difficult for students. However, our analysis of task 3 suggests that this potential reduction in difficulty did not hinder student learning in a subsequent task without AIF. Sixth and finally, our study had a small sample size, and it lasted for a short period of time. However, we argue that this study shows the promising potential of the impact of the AIF system, with results that are consistent with learning theories, and in our future work we plan to conduct a larger classroom study to verify the impact of AIF in different settings.

8 CONCLUSION

The contributions of this work are the design and development of a new adaptive immediate feedback system based on autograders, and a controlled study demonstrating that our AIF system: 1) is well-received by students, 2) improves students intention to persist in CS, 3) increases students’ engagement, 4) improves students’ performance, and 5) learning. Our interview results confirmed our hypothesis (H1-qual) that the AIF system would be positively perceived by students, and our survey results confirmed our hypothesis (H2-persist) that AIF would improve students’ intention to persist in CS. Additionally, by investigating students’ log data, we confirmed our hypothesis (H3-idle) that the AIF system would improve students’ engagement during programming (as measured by students’ idle time spent while programming). Moreover, from analyzing students’ programming performance, our results partially support our hypotheses (H4-perf) that the AIF system would improve students’ performance and (H5-learning) learning. In future work, we plan to generalize our approach to develop adaptive immediate feedback for more assignments and other programming languages. In addition, we plan to conduct larger classroom studies to investigate the impact of adaptive immediate feedback within the context of graded assignments.
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