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ABSTRACT
A growing body of work has explored how to automatically gener-
ate hints for novice programmers, and many programming environ-
ments now employ these hints. However, few studies have investi-
gated the efficacy of automated programming hints for improving
performance and learning, how and when novices find these hints
beneficial, and the tradeoffs that exist between different types of
hints. In this work, we explored the efficacy of next-step code
hints with 2 complementary features: textual explanations and self-
explanation prompts. We conducted two studies in which novices
completed two programming tasks in a block-based programming
environment with automated hints. In Study 1, 10 undergraduate
students completed 2 programming tasks with a variety of hint
types, and we interviewed them to understand their perceptions of
the affordances of each hint type. For Study 2, we recruited a con-
venience sample of participants without programming experience
fromAmazonMechanical Turk. We conducted a randomized experi-
ment comparing the effects of hints’ types on learners’ performance
and performance on a subsequent task without hints. We found that
code hints with textual explanations significantly improved immedi-
ate programming performance. However, these hints only improved
performance in a subsequent post-test task with similar objectives,
when they were combined with self-explanation prompts. These
results provide design insights into how automatically generated
code hints can be improved with textual explanations and prompts
to self-explain, and provide evidence about when and how these
hints can improve programming performance and learning.
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1 INTRODUCTION
Computer Science has the highest dropout rate of any STEM B.S.
degree in the U.S. [15]. Half of that dropout occurs in students’ first
year, with multiple studies estimating the rate of students failing
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their first CS course at 33% [13, 55]. Many studies have highlighted
the positive influence that feedback can have on students’ learning
and motivation in computer science [20, 34, 56]. Thus, researchers
have developed a number of tools to provide automated feedback
to support novice programmers, including enhanced compiler mes-
sages [10], positive feedback [21], and on-demand hints [41, 48].

On-demand hints are particularly promising, since they can be
generated automatically (e.g. using student data [45, 48]), allowing
them to scale to new problems and contexts. These automated hints
are frequently edit-based, next-step hints, which suggest an edit that
the student can make to bring their code closer to a correct solution.
This can be conveyed through textual instructions (e.g. [48]), or by
showing a “diff,” contrasting the student’s code with the suggested
code (e.g. [25, 41, 56]). In this work, we refer to these as code hints.
Figure 1 shows an example of how a code hint is displayed in one
block-based programming environment, iSnap [41].

However, a great deal is not known about how code hints impact
learners. For example, how do learners perceive code hints? How
do code hints impact learning? How can we improve the usability
and impact of code hints? A number of small-scale studies have
examined user logs in real classrooms, which provide some indica-
tion that code hints can help students when they get stuck during
programming [41, 47]. However, previous work also suggests that
students sometimes find it difficult to interpret why code hints
are relevant without having additional explanations [32]. Other
research argues these hints may not lead to learning as they give
away part of the correct solution [3, 37]. The challenge is that few
studies have systematically compared novices doing programming
tasks with and without code hints, such as by conducting random-
ized experiments. In addition, classroom studies typically do not
gather extensive data about users’ experiences through surveys
and semi-structured interviews [9].

This paper aims to evaluate the impact of code hints, and in-
vestigate how they can be improved, in the context of block-based
programming. Specifically, we investigated whether code hints can
be improved with two complementary features: textual explana-
tions, and prompts for students to self-explain the hint in their
own words [50, 51]. We investigated students’ subjective experi-
ences through interviews (Study 1), and conducted a randomized,
controlled experiment to measure the effects of hints on immedi-
ate performance, as well as learning, as measured by success on a
similar programming task without hints (Study 2).

Study 1 was a pilot studywith 10 undergraduate, novice program-
mers, who received hints with different combinations of additional
features (textual explanations and self-explanation prompts), and
afterwards, we interviewed them about their experiences. The qual-
itative data suggested that students appreciated code hints, as these
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showed concrete next steps and guidance about the right direction.
Students reported additional benefits of receiving textual explana-
tions, such as elaborating the logic behind a code hint. On the other
hand, students expressed a variety of opinions on self-explanation
prompts, with some saying that they were confusing, and others
appreciating that the prompts guided them to think deeper about
the hint and how their code worked.

To further investigate the impact of hints, Study 2 was a ran-
domized, controlled experiment that compared: (1) No hints; (2)
Code hints with textual explanations; (3) Code hints with textual
explanations and prompts to self-explain the hints. The study was
conducted as an online laboratory-style study, rather than a class-
room study. We achieved a larger samples and more experimental
control by recruiting a sample of 250 Mechanical Turk workers
who were novices in programming. While this population differs
from students in many ways, they have been suggested as an appro-
priate alternative to university participants for lab studies [11, 27]
and even have been found to behave similarly to online education
learners in MOOCs in some situations [18]. Using this population
allowed us to conduct a randomized, controlled experiment with a
large number of people, which would have been harder to justify
in a classroom setting with high stakes outcomes [9]. Study 2 sug-
gested that code hints with textual explanations (with or without
self-explanation prompts) improved immediate programming per-
formance, relative to no hints. In addition, we found that learning
– as measured by performance on a second task where hints were
not provided – was only increased when self-explanation prompts
accompanied code hints and textual explanations. This improve-
ment was also limited to objectives on the second task that closely
resembled objectives from the first task.

In summary, this paper’s primary contributions are: 1) Insight
into students’ perspectives on the value of next-step code hints, ac-
companying textual explanations, and self-explanation prompts. 2)
Results from a randomized experiment with a convenience sample
of online learners suggesting that code hints with textual expla-
nations (with and without self-explanations) improve immediate
performance. 3) Results from a randomized experiment suggesting
that prompts to self-explain are necessary in order for code hints
to lead to learning (better performance on a related second task).

2 RELATEDWORK
An increasing number of systems offer automatically generated
code hints, usually targeting novice programmers [23, 25, 26, 29,
38, 41, 48]. These hints can be generated using data-driven meth-
ods, using student or expert-authored data [26, 30, 45, 48], or using
program generation techniques from software engineering (e.g.
test-driven synthesis [38], automated program repair [58]). These
systems generally offer hints to students as they write code for
programming assignments, which requires adaptively supporting a
variety of coding approaches and situations. Because these hints are
generated automatically, authors have pointed to their potential to
provide scalable feedback to a large number of assignments without
requiring instructors to author hints manually [45, 48]. However,
because they are not authored by instructors, these hints are gen-
erally limited to suggesting edits to the student’s code, without
an explanation [43, 47]. This differentiates code hints from other

forms of instructor-authored, automated programming feedback,
such as autograder messages (e.g. [8, 36]), enhanced compiler error
messages (e.g. [10]), or misconception-driven feedback [24]. A pri-
mary goal of this work is to evaluate whether these adaptive and
easily generated code hints can also lead to better outcomes for
students, and to determine whether other forms of feedback (e.g.
textual explanations, self-explanation prompts) can improve them.

2.1 Theoretical and Empirical Justifications.
Theoretical justification for the use of hints in learning environ-
ments grows out of early work on cognitive tutoring systems [7],
which were designed around the ACT-R cognitive theory [5]. Many
of these early tutoring systems, such as the Act Programming Tu-
tor [17] targeted programming, though the theory is not domain-
specific. ACT-R stipulates that problem solving requires 2 types
of interrelated knowledge: declarative knowledge, which can be
represented verbally (knowing that, e.g. “what is a variable”), and
procedural knowledge, which encodes how to solve a specific prob-
lem step (knowing how, e.g., “when and how do I declare a variable”).
Under ACT-R, problem solving practice emphasizes building proce-
dural knowledge through repeated application of production rules.
Principle-based hints that explain a domain concept can therefore
be seen as helping students to simultaneously acquire declarative
knowledge and contextualize their procedural knowledge accord-
ingly [1]. This helps to prevent students from learning overly spe-
cific procedural knowledge (e.g. “a for-loop counter always starts at
0”) by providing a means to abstract their problem-specific actions
to more general rules. The Knowledge-Learning-Interaction (KLI)
framework [28] suggests that hints can prompt this acquisition of
verbal (declarative) knowledge by engaging the student in sense-
making, or the process of reasoning and constructing explanations.

Aleven and Koedinger argue that this self-explanation process
is an essential component of learning from hints, but it is unlikely
to occur spontaneously [3]. While principle-based hints can help
students build declarative knowledge through sense-making, many
automated programming hints are bottom-out hints, saying only
what to do but not why (e.g. [25, 41, 48]). Under ACT-R, these serve
the primary purpose of getting a student to complete a step or prob-
lem more efficiently, as the unsuccessful search for a correct answer
is unlikely to result in learning [6]. As explained in Section 3, our
design of automated hints draws on these theoretical perspectives
by including both textual explanations (similar to principle-based
hints), and prompts to encourage students to self-explain the hints.

Empirical evaluations of the specific benefits of codehints.
Despite the growing body of work on automatically generating pro-
gramming hints (c.f. [42]), few empirical studies have measured
their impact on students’ performance and learning. Instead, many
evaluations have focused on technical aspects of the hint generation
process, such as whether the generated hints are able to resolve
known errors in students’ code (e.g. [23, 29, 54]), or expert-ratings
of hint quality (e.g. [39, 40, 45]). Other work has used laboratory
studies to investigate how these hint systems impact students’ per-
ceptions. In [43], Price et al. studied students as they completed 2
programming assignments, first aided by a human tutor and then
by automated hints. The authors found that automated hints were
perceived as quick and easy to use, but were also perceived as less
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perceptive and interpretable than human help. Perhaps the most
related work comes from Rivers [47], whose dissertation describes
a user study conducted with the ITAP tutoring system, which offers
data-driven hints for Python programming. Rivers found that less
experienced programmers wanted more detailed content in their
hints, compared with more experienced programmers, and that
most users wanted hints to give as little information as possible,
while allowing the option to see more detail if necessary.

A few studies do point to code hints’ potential to impact learning;
however, none of these studies investigated students completing
whole programming tasks. Corbett and Anderson [17] found that
on-demand hints in their structured ACT Programming tutor, which
led students through a programming problem one step at a time,
improved students’ performance on a post test. Fossati et al. found
that versions of their iList linked list tutor that offered feedback,
including on-demand hints, produced improved student learning
[21]. Additionally, Choudhury et al. [16] found that students with
access to their code style hints produced significantly better-quality
solutions than students who did not. Only Rivers [47] compared
students with and without access to hints during programming
assignments in a classroom context. However, she found no signifi-
cant difference between the conditions.

Our work builds on these prior evaluations with new elements:
empirically investigating the impact of code hints, in combination
with different supporting features, on learners’ preferences, perfor-
mance and learning, while completing whole programming tasks.

3 DESIGN OF HINT SUPPORT
In this work, we built on an existing system called iSnap [41], a
block-based novice programming environment that supports stu-
dents with code hints. The hints are generated by a data-driven
algorithm [45], which uses a database of correct solutions for a
given problem to auto-generate hints. The algorithm identifies a
solution that closely matches the structure of the student’s current
code and suggests an edit to the student’s code that will bring it
closer to that solution. When the system has a hint available, it
annotates the student’s code with a “HINT” button, as shown in
Figure 1 (top). When clicked, the system displays a hint dialog,
as shown in Figure 1 (blue box) with the suggested edit. This is
communicated through a visual “code hint,” which contrasts the
student’s current code with suggested code. In this work, we evalu-
ated 2 additional features of the system’s hints: textual explanations
and self-explanation prompts. Both of these features were designed
to overcome limitations of code hints, identified in prior work, as
explained below.

First, as Gusukuma et al. note, code hints suggest only what the
student should do, not why [24], and prior work suggests that this
can make hints difficult for students to interpret [43]. Further, if
a primary role of hints is to help students to contextualize their
actions with domain knowledge, as Aleven suggests [1], then code
hints alone may not facilitate learning. In our previous work we
addressed this limitation by adding textual explanations to code
hints [32]1. An example is shown in Figure 1 under the label “Text

1In our current implementation, these explanations are written manually and selected
automatically [32]. The hints evaluated in this work are therefore technically “semi-
automated.” However, our goal in this work was to explore and evaluate possible ways
to improve code hints, and we leave questions of generation for future work.

Figure 1: iSnap displays hint button (top). When clicked, it
shows a code hint (blue box), textual explanation (red box)
and self-explanation prompt (green box).

Hint.” These explanations were designed to complement a given
code hint by conveying: 1) where to find the suggested block, 2)
what the block does, and 3) how it is useful for the given assignment.
In this prior work [32], we found that students appreciated the
textual explanations, and that they led to improved ability to explain
the purpose of hints, but they did not have any significant additional
impact on programming performance compared to code hints alone.

A second limitation of automated code hints is that they are ef-
fectively “bottom-out” hints, telling the student exactly what to do,
without requiring them to reason about the information. Prior work
suggests that while such bottom out hints are necessary to help
students who are stuck, they likely only lead to learning when stu-
dents spontaneously self-explain the hint, which is rare [3, 51]. To
address this, we designed self-explanation prompts, as shown at the
bottom of Figure 1. These prompts randomly show one of a variety
of messages, such as “Why do you think the system recommended
this hint?” and “What is this hint trying to help you to under-
stand or do?” that encourage the student to think critically about
the hint itself and its relation to their code. The self-explanation
prompt is open-ended, and users can write anything in the response
field, with at least 20 characters in order to close the hints dialog.
In domains other than programming, several studies suggest that
self-explanations can benefit learning (e.g. in mathematics [57]),
and such self-explanation prompts were particularly useful for low
prior knowledge students in a biology class [33]. However, there is
also evidence that learners may be distracted or frustrated by such
prompts [52], and there is comparatively less work exploring the
generation of self-explanations in programming [35, 53].

4 STUDY 1: PERCEPTIONS OF HINTS
Our goal with this study was to understand students’ subjective
perceptions of code hints, textual explanations and self-explanation
prompts, specifically when and how they are helpful, and how they
can be improved. We ran a pilot study with undergraduate students
at a research university where students programmed with different
combinations of hint support, and we conducted interviews with
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students afterwards. We identified key themes from the interviews,
which informed our subsequent study and offer design implications
for how and when to use different kinds of hint support.

4.1 Methods
Population: We recruited 10 undergraduate students from an in-
troductory engineering course at a large research university, to
participate in our study by announcing the study to all students by
email. As we were specifically interested in hints’ impact on novice
programmers, we required that participants have no prior program-
ming courses or experience. To encourage students to participate
regardless of their interest in programming, we compensated partic-
ipants with a $20 gift card. To facilitate scheduling, we recruited the
first 10 participants who met our eligibility criteria and were able
to sign up for a study timeslot. As a result, we were unable to en-
sure a demographically representative population. Our participants
were all males (ages 18-20), all of them were first-year students in
engineering fields (7), life sciences (1), exploratory studies (1) and
human biology (1). All participants reported that they had not used
any block-based programming language before.

Programming Environment: All programming in this study
took place inside of iSnap[41]. The system automatically offered
a hint every 2 minutes by annotating the student’s code with a
hint button (Figure 1, top). This hint automatically updated as the
student edited their code. This student was free to click on the hint
immediately, or wait. Hints accumulated over time, such that if a
student did not ask for any hints for 4 minutes, the student could
then request 2 hints in a row. This setup was intentionally designed
to address challenges evaluating hints in prior work, where many
students either avoided hints [4, 46, 47], or abused them by re-
peatedly requesting them [2]. By proactively showing hint buttons
every 2 minutes, the system encouraged frequent help use without
forcing it, and the 2 minute timer prevented overreliance on help.
To evaluate all hint types, in this study students saw 4 types of hints:
code hint only, code hint with textual explanation, code hint with
self-explanation prompts and code hint with both textual explana-
tion and self-explanation prompts. Each time a student requested a
hint, they were given a different random hint type, which ensured
that each student saw as many different hint types as possible.

Procedure: One researcher conducted the study2 with each
participant individually over a 75 minute period. Prior to arrival,
participants filled out a short pre-survey that collected demographic
information. The researcher started by asking the student to read
through a short tutorial on programming in iSnap for 5-10 minutes.
The tutorial covered the user interface of iSnap and explained all
programming concepts needed for the later programming tasks
(loops, input/output and drawing) using a combination of text and
short example animations. Since the goal of our study was to study
how students use and learn from help, the tutorial was intentionally
short, and students were expected to learn as they programmed.
Next, the researcher asked the student to read the instructions of
the first programming task and then asked the student to work on
Task 1 for 15 minutes. Task 1 asked the student to create a program
to draw a polygon with any number of sides (chosen at runtime by
the user). After 15 minutes, the student was given the option to take

2Study procedures are available at: https://go.ncsu.edu/icer19-study1-procedure

another 5 minutes to complete the task if desired, after which they
were asked to stop. Almost 90% of students were able to complete,
or nearly complete, this first task. After the student finished Task 1,
the researcher conducted a semi-structured interview (Interview 1)
about the student’s experience with iSnap. This interview lasted
4-6 minutes, during which the researcher asked questions about the
specific hints that the student received during Task 1. The researcher
showed the student each hint that the student had received, along
with the code that the student had written at that point in time.
The researcher asked the student about the timing of each hint,
what was helpful about it, whether they trusted it, how it can be
improved and what motivated them to ask for hints.

Next, the student completed another programming task (Task
2), working for another 15 minutes (plus 5 optional minutes). Task
2 was very similar to Task 1, using the same programming con-
cepts, but it was more difficult. We created two versions of Task
2: an easier version in which students had to draw a strip of trian-
gles, and a harder version in which students had to draw a design
made of rotated circles. The two solutions differed by only a few
blocks. Since our goal was to understand how students used hints,
we wanted to ensure that they were challenged on Task 2. Any
student who finished Task 1 in less than 10 minutes was given the
harder assignment on Task 2. As in Task 1, students could ask for
hints in both tasks, since the goal of this study was to evaluate
perspectives on hints across different tasks. During all program-
ming tasks (lasting for 15-20 minutes), students were free to request
hints from iSnap, but restricted to regular intervals, as explained in
detail above. In Task 2, 7 of the 10 students were able to complete
it. After the student finished Task 2, the researcher conducted a
second semi-structured interview (Interview 2), which lasted 9-12
minutes. As in Interview 1, the researcher asked about each re-
quested hint. The researcher then asked some questions on each
hint type3. Questions in the second interview helped us to gain
insights about students’ perspectives about each hint type, why
it was helpful or less helpful, and what other types of help they
were expecting to see other than the given help. This qualitative
data will have useful implications on future designs of support in
block-based programming environments.

4.2 Results: Interview Analysis
To gain qualitative insights into students perspectives on each hint
type, we examined responses to several open-ended questions on
each hint type students have received, in both Tasks. One of the
authors reviewed all 10 students responses to identify both positive
and negative themes that emerged for each type of hint and how
they can be improved. To identify themes, the researcher grouped
student responses by the type of hint being discussed (e.g. code
hint), and the valence of the comment (positive, negative).We report
on these themes below.

4.2.1 Code hints. These helped students to see a clear next
action they could take, which they could visually compare
to their current work. Students (4 out of 10) declared that code
hints were useful because they contrasted students’ current code
with suggested code: “ it just really helped when evaluating where I

3We found that 9 out of 10 students have received all kinds of hints
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am and where I need to get to” [P2]4. Since this was the first time
students had used the system “it gives you something that you had
not thought about." [P6]. Some students appreciated the simplicity
and visual nature of code hints, which allowed them to progress
faster: “I am a visual learner so the code hint ... makes it a lot quicker"
[P1]. The simple and actionable nature of code hints is in contrast
to principle-based hints, which can require domain-specific reading
skills to understand, even when well-written [3]. However, students
(3 out of 10) did criticize code hints for saying only what to do and
not helping them understand: “it just told me what to do but I did
not know what the problem is..." [P3]. Another student felt that
code hints were confusing because a “code hint itself cannot provide
enough information" [P9].

4.2.2 Code hints with Textual Explanations. These provide com-
plementary benefits, where the explanation helps students
understand the “how" and “why” of a code hint. Students (7
out of 10) noted that the textual explanation gave useful but differ-
ent information from a code hint: “[the code hint] shows which block
to use and the text gives an idea of what to use it for.” [P6]. When we
asked students whether they prefer code hints alone or code hints
with textual explanations, 2 students noted that code hints alone
can be enough, and that adding explanations “can not be not helpful.
If you do not need then you do not need." [P9], and “I did not find it
as helpful as doing it myself." [P10]. The rest of students preferred
having both because “the text hints helped me to understand the
visual hints [code hints] on a deeper level"[P7]. These results suggest
that students appreciate explanations with code hints, and there is
little cost to the student, as they are easy enough to ignore.

4.2.3 Self-explanation Prompts with Hints: These can help stu-
dents stop and think more deeply about the hint. Some stu-
dents (4 out of 10) saw the value in pausing to think and self-explain:
“it made me think and take a step back about the whole process."
[P7] and “it adds a value... it just makes you go on and look at it
again." [P10]. Other students (2 out of 10) mentioned that the self-
explanation prompt enhanced code hints as “it helped to interpret
what does the picture mean.[P2] and “the question forced you to figure
how this helps you so you really understand rather than just looking
at it and dismissing it" [P8].

Self-explanation prompts were criticized for being frus-
trating and confusing. A few students (3 out of 10) had vocally
negative comments on adding self-explanation prompts, as con-
fusing: “I was confused about the question... because I did not know
what the hint was giving to me." [P3] and not giving any support “it
is not giving me anything back, it is just asking me if I understood
it." [P5]. We observed that most of the students who were more
critical of the prompts were also not able to complete both program-
ming tasks. This agrees with prior work suggesting that students
with lower prior knowledge may have difficulty with open-ended
self-explanation prompts, since they lack the domain knowledge to
construct meaningful explanations [49].

4.2.4 Other Insights that Emerged From Interviews: To better un-
derstand why students actually needed help, we asked them, "what
motivated or encouraged you to ask for help?" Most students said
they needed help when they are lost: “when I did not know what
4P2 indicates that this quotation was from Participant 2.

to do next." [P9] and “when I have used all the possible options, the
hints help to move to the next step." [P5]. Other students thought that
getting a hint at any time would be helpful: “whether I was doing
something right or wrong it just put me in the right direction." [P2].
Most students preferred to get hints at the beginning of the task:
“just starting out at first that really helps... I want to at least know how
to start it." [P1]. However, a few students preferred hints “probably
a little later" [P10], or after playing around for a while in order to
“see what I can get on my own and go deeper... then once I felt lost, I
pressed the hint button." [P7]. Students’ answers clarify that there
is no specific time where all students agree to have hints at. This
suggests that it is preferable to keep hints available to students all
the time, but in such a way that prevents hints abuse.

When students were asked how code hints can be improved, all
of them appreciated them as they were. As for improving textual
explanations when added to code hints, one student suggested to
put “the text first and then the visuals" because when the explanation
comes after the code hint “people will skip it to get this over" [P5].
Other students suggested making explanations more helpful by
“add[ing] examples on what to do" [P6]. For self-explanations, a
few students suggested to have them “after the assignment, like a
feedback, and then you can reflect upon the whole process." [P5].

Finally, the researcher asked students what other hint types they
prefer to receive. Most students suggested that the current ones
are enough, some suggested that in addition to providing specific
hints related to students’ code, “adding general hints... would be
really helpful." [P6]. Another student suggested having hints that
indicates their progress such that “the program can pop a hint when
I am doing something wrong... and if I am doing something right it
says like ‘good work”’[P5].

Conclusions: Our results suggest that, overall, students see the
benefits in all three types of hint support, which offer complemen-
tary benefits. However, some students did find self-explanation
prompts to be confusing or irritating, so it is important to investi-
gate how they impact student outcomes.

5 STUDY 2: LEARNING AND PERFORMANCE
Having positive insights on hints types from students’ interviews,
we were encouraged to investigate the effect of hints on perfor-
mance and learning transfer on a large-scale study. To do so, we re-
cruited crowdworkers throughAmazon’sMechanical Turk (MTurk)
platform who have attested to have little to no prior knowledge
in programming. Previous work has shown that recruiting crowd
workers can be an effective form of conducting large-scale user
studies in lieu of using university participants [11, 27], and this
has been previously employed in computing education research
to assess the efficacy of online learning approaches [31]. This ex-
periment aims to answer the following research questions: What
is the effect of hints with and without self-explanation prompts
on: 1) learners’ perspectives on iSnap’s helpfulness with and with-
out receiving hints? 2) learners’ performance?, and 3) learning, as
measured by performance on future tasks without hints?

5.1 Methods
Population: In this study, we recruited 250 total crowd workers
through Amazon’s Mechanical Turk (MTurk) platform. As in Study

Session 3: Evaluating Tools and Interventions ICER '19, August 12–14, 2019, Toronto, ON, Canada

65



1, we recruited only participants who attested to having no pro-
gramming experience5, and we compensated them for participation
($4.50). To ensure that our data included only participants whomade
an honest effort at the programming tasks, we excluded from our
analysis those participants who did not attempt Task 1 (no edits).
We also excluded those who attempted a task multiple times by
resetting the environment, or reported having prior programming
experience (despite claiming to meet the eligibility requirements),
leaving 201 total participants. The recruited learners included 118
males, 80 females and 2 learners did not specify their gender. The
median age was 25-34, and 84.5% reported their education level
as either a BS degree or some college credit. While this popula-
tion is different in important ways from college learners, it is also
demographically similar in age and education level.

Procedure: This study used a similar procedure to Study 1,
though it was conducted online rather than in person. Learners
completed the same tutorial and the same 2 programming tasks in
the same programming environment, and received the same auto-
mated hints. However, since our goal with Study 2 was to measure
the impact of hints on performance and learning, there were 4 differ-
ences in the procedure. First, each learner was randomly assigned
to one of three conditions that determined what type of hint (if any)
our system provided in the first task: 1) no hint (control condition),
2) Code hints with Textual explanations (CT ), and 3) Code hints
with Textual explanations and self-Explanation prompts (CTE). Un-
like in Study 1, we intentionally chose to always provide textual
explanation with code hints, since our results from Study 1, as well
as our prior work [32, 44] suggested that textual explanations may
improve the likelihood of learners benefiting from hints with few
drawbacks. However, students’ mixed reactions to self-explanation
prompts in Study 1 encouraged us to create a separate condition for
hints with explanation prompts (CTE). Our population included 63
learners in the no hint condition, 79 in the CT condition and 59 in
the CTE condition6. As in Study 1, the programming environment
provided learners with the opportunity to request a hint every two
minutes, but in Study 2 the type of hints was always the same, dic-
tated by their condition (e.g. a code hint with textual explanations),
not random. Our timed approach ensured that, in a 15-min task,
every learner can have from 0 to 7 hints maximum.

Second, to measure if hints can improve learners’ performance
in future tasks, we used Task 2 as a post-test, which did not offer
hints to learners in any condition. We chose to use Task 2 to assess
learning, rather than a traditional post-test, as we were interested in
measuring learners’ ability to perform a similar task without help.
We were also able to use fine-grained analysis of learners’ Task
2 programming logs to compare how learners performed across
time in different programming objectives. Unlike in Study 1, we
had only one version of Task 2, where learners had to draw a strip
of triangles (the easier version).

Third, since this study was conducted online, we could not in-
terview participants. Instead, we provided post-survey after both

5While participants could have lied about their level of programming experience, the
data suggest that the majority of participants were novice programmers, and those
with experience would be distributed randomly across conditions.
6An error in our random assignment process caused there to be more participants in
the CT condition. We carefully verified that was due only to random assignment, not
disproportionate dropout.

tasks, as explained below. Fourth, all participants had exactly 15
minutes to complete each programming task, with no extra time.

Measures:We analyzed 2 primary sources of data from learners:
Post Task 1 Survey and log data. We also collected a Post Task 2
survey, which is not analyzed here. Post Task 1 Survey asked learn-
ers to rate the overall helpfulness of the programming environment
on a rating scale from 1 to 10. It asked users to elaborate on their
judgments and to explain in what situations this action was most
useful, though we do not analyze this data in this work. In addition
to the survey, we also collected log data of learners’ work in our
system, including complete code traces. For both programming
tasks, we gave learners the same amount of time (15 minutes). We
chose tasks that would take most learners at least 15 minutes, so
we used the number of objectives completed in this time as our
measure of programming performance. We defined 4 objectives
(e.g. “draw a shape” or “correctly get and use input from the user”),
such that each objective was independent, and completing all 4
indicated successful completion of the whole task. We developed an
automatic grader to determine the number of objectives completed
by each participant, and we manually verified the auto-grader’s
accuracy on 100 submissions of each task.

5.2 Results
5.2.1 The Impact of Hints on Learners’ Programming Performance
and Learning. To measure the effect of hint condition on learn-
ers’ immediate performance, we compared the number of objec-
tives that learners completed during Task 1 in the control group
(M7=2; SD=1.40), CT (M=2.53; SD=1.24) and CTE (M=2.8; SD=1.31).
A Kruskal-Wallis test8 shows a significant difference among hint
conditions for learners’ performance (χ2(3) = 12.84,p = 0.001).
Afterwards, we used post-hoc non-parametric Dunn’s test with
Benjamini-Hochberg correction for multiple comparisons to deter-
mine pairwise significant differences across hint conditions [12, 19].
Dunn’s test shows a significant difference between control group
and CT learners (z = 2.16; p = 0.045), a significant difference
between control group and CTE learners (z=3.56;p = 0.001) and
non-significant difference between CT and CTE learners (z = 1.62;
p = 0.104). This shows that both conditions with code hints com-
pleted significantly more objectives than the control condition. As
a result, more learners completed all of Task 1 in the CT condition
(27.8%) andCTE condition (45.8%) than the control condition (22.2%).
Figure 2 (left) plots the mean number of objectives that had been
completed by learners in each condition at different times through-
out the 15 minute task. It shows that the difference between the
three groups became more pronounced over time. These results
suggest that code hints with textual explanations, and code
hints with both textual explanations and self-explanations
prompts significantly improve performance.

Task 2 served as our measure of learning, since learners had no
hints on this task. It consists of 4 objectives. The first 2 objectives
were identical to the first 2 objectives in Task 1 (“draw something”
and “ask user for input X and repeat X times”), and they measured
how well learners learned to repeat these steps in a new context.

7Though the data was not normally distributed, we report averages with SD, rather
than medians, since the number of objectives quite small.
8We used non-parametric tests, as our data were not normally distributed.
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The last 2 objectives measured learners’ ability to apply the same
programming constructs (loops and drawing) in a newway (“repeat-
edly draw a triangle” and “draw a strip of triangles”). For example,
one solution for the third objective required nested loops.

We first compared the total number of objectives completed
by learners in the control group (M=2.09; SD=1.43), CT condi-
tion (M=1.9; SD=1.47), the CTE condition (M=2.47; SD=1.40). A
Kruskal-Wallis test showed that this difference was not significant
(χ2(3) = 5.58;p = 0.06). These results were inconclusive, andwe hy-
pothesized that hints might have only impacted future performance
for isomorphic objectives. We therefore compared performance on
only the first two objectives on Task 2, which were identical to the
first two objectives in Task 1. A Kruskal-Wallis test shows a signif-
icant difference across groups in their performance of the first 2
objectives (χ2(3) = 8.54,p = 0.013). A post-hoc Dunn’s test with
Benjamini-Hochberg correction shows a significant difference be-
tween CTE learners and both the control group and CT learners
((z = 2.73; p = 0.01), (z = 2.35; 0.028)) respectively, however, no
significant difference between CT learners and the control group
(z = 0.53; p=0.59). We found that 41.2%, 49.3%, 67.7% of control
group, CT and CTE learners, respectively, were able to finish the
first 2 objectives of Task 2. These result suggests that only code
hints that have self-explanation prompts improved learners’
performance on future tasks without hints, specifically on
objectives that learners saw before in Task 1.

Figure 2: Learners’ average completion progress (with shad-
ing indicating standard error) in each condition, measured
over time, for Task 1 (left) and in Task 2 (right).

5.2.2 Hints Request Rate, Follow rate and Processing Time in Task
1. While our system offered hints automatically, starting at 2 min-
utes, learners were free to open these hints or ignore them. We
found nearly all learners in both conditions requested at least 1
hint (98.7% in theCT group, and 96.6% in theCTE group). However,
we found that the number of hints requested by learners in the
CT condition (Med=5; IQR=4) was greater than that in the CTE
condition (Med=4; IQR=4), and a Mann-Whitney U -test showed
that this difference was significant (U = 1649, p < 0.01, Cohen’s
d = 0.477). Furthermore, we found no significant spearman corre-
lation between the number of hints requested and the number of
objectives completed on Task 1 in both the CT group (r = −0.101,
p = 0.37) andCTE group (r = −0.135, p = 0.31). We did find a weak
but significant, negative spearman correlation between the number
of hints requested on Task 1 hints and Task 2 performance in theCT
group (r = −0.243, p = 0.03) but not in the CTE group (r = −0.102,

p = 0.40). This suggests that the number of hints requested does
not strongly predict performance on current or future tasks.

Learners could also choose whether or not to follow hints that
they received.We defined a learner’s follow rate as the percentage of
requested hints that a learner followed, meaning they used the block
suggested by the hint within 120 seconds of seeing a hint. We found
the average number of hints followed by each learner inCTE group
(Med=0.8; IQR=0.5) was greater than that by CT group (Med=0.66;
IQR=0.42), and a Mann-Whitney U -test showed this difference was
significant (U = 2686, p = 0.036, Cohen’s d = 0.33). We also mea-
sured how long learners kept the hint dialog open before closing it,
as a rough measure of how long they took to process the hint. We
found the average time taken by each learner to dismiss the hint
dialog inCTE group (Med=27.4; IQR=17.3) was greater than that by
CT group (Med=16.3; IQR=9.96) and Mann-Whitney U -test shows
that CTE learners have spent significantly more time processing
hints than CT learners (U = 3353, p < 0.01, Cohen’s d = 0.72).
Our results suggest that self-explanation prompts encour-
age learners to take longer to view hints, request fewer hints
and follow more of the hints they requested.

5.2.3 Users’ Ratings in Post Task 1. We compared ratings on iSnap’s
usefulness between learners collected in Post Task 1 Survey. We
found helpfulness ratings of learners in the control group (Med = 5,
IQR = 4) was much less than both the CT learners (Med = 7,
IQR = 3.4) andCTE learners (Med = 8, IQR = 2). A Kruskal-Wallis
test showed a significant difference in learners’ rating across condi-
tions (χ2(3) = 29.72,p < 0.01). Afterwards, Dunn’s test showed a
significant difference between control group and both CT learners
(z = 3.91; p < 0.01) and CTE learners (z = 5.34; p < 0.01), but
no significant difference between CT and CTE learners (z = 1.78;
p = 0.07). This results suggested that iSnap was perceived as
significantly more useful when providing hints.

6 DISCUSSION AND LIMITATIONS
In this section we discuss our primary results from Study 2, and
how our interpretation of them can be informed by our qualitative
results from Study 1.

Codehintswith textual explanation improve learners’ im-
mediate programming performance. In Study 2, learners in the
CT andCTE conditions were able to complete 25% and 40% more of
Task 1, respectively, than the control group without hints. Helping
students to progress when stuck to complete a problem is one of the
primary purposes of next-step hints [3], but it was not obvious that
they would accomplish this. We found that students were in fact
much more likely to complete all four of Task 1’s objectives with
hints (over twice as likely in the CTE group). Our findings from
Study 1 suggest that students are aware of code hints’ ability to
improve immediate performance, and appreciate the hints’ ability
to help put them “in the right direction.” [P2]. This is a similar theme
in prior work on students’ perceptions of code hints [43, 44].

Self-explanation prompts changed the way that students
interactedwith codehints. In Study 1, our participants frequently
noted that self-explanation prompts caused them to “... think and
take a step back about the whole process.” [P7]. Study 2 helps us to
better understand quantitatively what impact the prompts had on
learners’ use of hints. We found that the median student with hints
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and self-explanation prompts spent 64% more time viewing each
hint than students without the prompts, which agrees with our
qualitative findings. This suggests that these prompts may have
“forced you to figure how this [hint] helps you, so you really under-
stand rather than just looking at it and dismissing it” [P8]. Further,
we find that learners in this group asked for only 67% as many hints,
but were 25% more likely to follow them. This may be evidence
that learners are getting more out of the hints that they read, as
students told us in Study 1 “it helps me contemplate my thoughts
process.” [P7]. One might expect that asking for fewer hints would
have a negative impact on learners’ immediate performance, since
they see fewer pieces of a correct solution. However, we found that
learners in the CTE condition did no worse than their CT counter-
parts, and may have even performed a bit better, with 64% more
students finishing all of Task 1’s objectives.

Code hints only improved learningwhen accompanied by
self-explanation prompts.We found that learners inCTE group
on Task 1 performed 23% better overall on Task 2 than the control
condition. However, learners with only code hints, but not prompts
(CT group), performed no better than the control condition. Prior
work suggested that students learn best from hints when they
spontaneously self-explain their meaning [3, 51], and our results
suggest that this can also be encouraged with prompting them to
self-explain. This students’ need for self-explanation support may
explain why Rivers’ prior evaluation of automated hints did not
find a learning effect [47]. The students we interviewed in Study
1 seem to be aware of this need, as most (though not all of them)
appreciated self-explanation prompts’ ability to encourage them
“to interpret what... the picture [hint] mean[s].)” – or what the KLI
framework might call the sense making necessary for learning from
hints [28]. We also note that we can make no claim about whether
or how textual explanation contributed to learning, since we chose
not to investigate this in Study 2.

Codehintswith self-explanationprompts improved learn-
ing, but only on isomorphic tasks. The primary learning im-
pact of code hints with textual explanations and self-explanation
prompts seems to be on learners’ ability to perform same program-
ming objectives that they have previously accomplished with hints.
We found that the CTE condition performed significantly better
on these isomorphic Task 2 objectives than the control group, but
not on other objectives that were different from Task 1 and more
challenging. We note that this investigation of isomorphic objec-
tives was a post hoc analysis, which we performed after finding
inconclusive results about hints’ overall impact on learning. Future
work should investigate the hypothesis that code hints with both
textual explanations and self-explanation prompts may be more
effective for helping students to repeat things they have already
done than completing new tasks.

What can we learn from these results?Our results are an im-
portant initial step in understanding the potential benefits and lim-
itations of using automated programming hints in classrooms. Sys-
tems that offer automated hints without self-explanation prompts
are currently in use in classrooms (e.g. [22, 41]), and our results
suggest that their designers might consider adding this feature. We
acknowledge that our studies focused on short (15 minute) pro-
gramming assignments, and our quantitative results relied on a
convenience sample of crowdworkers, so we should be cautious

in generalizing these results to other contexts. However, we argue
that given the lack of existing empirical results on the efficacy of
programming hints, these initial, positive results still provide impor-
tant insight. It is difficult to create large-scale, controlled classroom
studies, but our results justify the need for such studies, and for
identifying important hypotheses to test in these studies (e.g. the
importance of self-explanation prompts). For example, if hints cre-
ate a learning impact over just 15 minutes of programming, it is
possible that the effect may be much larger over a whole semester,
but this can only be verified empirically.

6.1 Limitations
In Study 2, our population consisted of paid crowd workers with
no prior programming experience. Their motivations, and prior
knowledge may differ from those of other populations of learners
when programming hints are used, and we emphasize that this
limits the generalizability of our results. However, such an approach
is not unprecedented in computing research [31], and we argue that
we can still gain valuable insight from this population, as suggested
by prior work [11, 27]. Working with this population allowed us
to collect a large amount of data, randomly assign participants
to conditions, and collect a more gender-balanced dataset – all of
which can be quite difficult in a classroom setting. In addition, our
quantitative results from crowdworkers also strongly parallel our
findings from novice students in Study 1

In Study 1, our participants all identified as male. Since prior
work suggests that gender plays an important role in how students
seek and use help [4, 14], this limits the generalizability of our
results. Additionally, in both studies, we only studied users during
two simple, 15-minute programming tasks, and we have begun
further work to investigate if our results generalize to longer or
more complex tasks in classrooms.We argue that this short duration
likely made it more difficult to detect an effect of hints on learning.
However, it likely limited the diversity of help-seeking scenarios
that users encountered in Study 1.

7 CONCLUSION
This paper presented two studies to assess and investigate next-
step programming hints’ impact on learners’ performance, learning
and perspectives. We have attempted to provide useful insights
to the education community on when and how these hints are
useful and how to improve automated support in programming
environments. This paper’s primary contributions are: 1) Insight
into students’ perspectives on the value of next-step programming
hints and accompanying textual explanations and self-explanation
prompts; 2) A large-scale evaluation of the impact of programming
hints on performance and learning with a convenience sample of
online learners; and 3) Insight into the conditions (e.g. code hints
with self-explanation prompt) under which hints can contribute
to learning, and when they may hinder learning. Specifically, we
found that code hints with textual explanations improved students’
performance, and they improved learning on isomorphic objectives
in future tasks when accompanied by self-explanation prompts.
Our results motivate future work to investigate whether our results
generalize to a classroom context, and to further explore the specific
contexts under which programming hints can lead to learning.
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